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Human Intelligence and Computer Intelligence

We are about to undergo the Fourth Industrial Revolution. Historically speaking,
Industrial Revolutions have been caused by the arrival of general purpose
technologies, or GPTs. For example, the First Industrial Revolution was
triggered by the invention of steam engines, which could be utilized for various
uses, such as weaving cloths, moving trains, and sailing ships. The upcoming
revolution is driven by the development of artificial intelligence. Generative Al,
particularly large language models, are dramatically transforming how we work
and live. Though it’s quite certain that things are changing fast, it is impossible
to predict the future. In the face of volatile situations, what we need to do is not
to predict the future, but to return to basics and understand the fundamental
principles. The specifics are constantly changing, but if you grasp the essence, it
will be a reliable foundation to make better decisions. Now that intelligence is
no longer a human monopoly, we need to know what intelligence actually is,
and understand the potential of Al in comparison with the human brain. What
are the similarities and differences between human intelligence and machine
intelligence?

(1)

2)

The word “upcoming” in the passage is closest in meaning to
A. imminent

B. ongoing

C. drastic

D. outstripping

According to paragraph 1, what should we focus on in the face of rapidly
changing technology during the Fourth Industrial Revolution?

A. Predicting specific future technological developments.

B. Ignoring the changes and continuing with traditional methods.

C. Understanding the basics to make informed decisions.

D. Relying solely on human intelligence to navigate the changes.
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Contrary to the general impression, Al is not a perfect and universal solution. In
fact, machines cannot perform well without enough and proper learning, like
humans. For example, Mark Twain was one of the greatest writers in American
literature, but obviously he couldn’t even speak a word when he was a new-born
baby. He needed to absorb vocabulary and learn grammatical rules by being
exposed to English spoken by people around him, listening to his mother read
aloud, and having his mistakes corrected by his teacher. He might have said “I
goed to the park™ and his mother might have corrected him by saying, “You
went to the park, right?”

Similarly, machines cannot generate sentences without sufficient learning. For
example, large language models learn vast amounts of text data from various
sources; papers, literatures, news articles, descriptions in encyclopedias, and so
on. The data size is equivalent to 10 million books. From this massive dataset,
the algorithm extracts correct sentence patterns. The same is true for image
recognition algorithms. For a machine to identify a certain object in a picture, it
has to learn from tens of thousands of image data. As of 2024, at least, Al can
only function well when it has properly learned from huge amount of data. By
contrast, a human child doesn’t have to read a million books to speak a language
or train on thousands of pictures of apples to identify the fruit. Some people
have the unrealistic expectation that Al can easily solve everything, but to build
and fine-tune Al, we have to prepare an enormous volume of data and get
machines to efficiently learn from it.

(3) According to paragraph 2, what is a similarity between human learning and
machine learning?

A. Both humans and machines can perform perfectly without prior learning.
B. Both require proper learning to perform well.

C. Machines can learn without any input, unlike humans.

D. Humans do not need to be corrected when learning new information.

(4) According to paragraph 3, which of the following is NOT true?

A. Large language models learn from a dataset equivalent to 10 million books.

B. Image recognition algorithms require tens of thousands of images to learn to
identify objects.

C. Al can learn more efficiently than human children.

D. Human children need far less data to learn to speak a language compared to

Al
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Surprisingly, human intelligence and artificial intelligence process information
in similar ways with similar structures. The majority of our cognitive functions
are handled by a part of the brain called the neocortex, which is composed of six
interconnected layers. Information processing involves moving across different
layers and regions, building an abstract and integrated understanding from
fragmented pieces of information. Think about the case when you hear someone
say “song.” First of all, the brain identifies each phoneme captured by the
auditory system; namely, your brain perceives the sounds of “s” “0” “n” and
“g." This information is sent to other parts of the brain where it is combined and
perceived as a word “song.” Then, the recognized word is integrated with the
entire sentence and the context. If you heard words like “band” or “the Beatles”
right before, the brain infers that the word “song” means what humans sing, not
a bird’s cry. In this way, linguistic information begins with the recognition of
fragmented pieces and is gradually built into a more integrated and
comprehensive understanding through multiple layers and regions.

Next, take a look at how artificial intelligence processes natural languages with
a hierarchical structure. The lowest layer identifies specific individual characters
or words. As it moves towards the upper layers, the processing becomes more
comprehensive and abstract, integrating co-occurring words, the underlying
context, and so on.

Why are they so similar to each other? It is because the foundation of the latest
machine learning technologies were inspired by the structure and functions of
the human brain. In a sense, the development of computer science is the result
of our challenges to reproduce human brain functions with silicon and
mathematics.

(5) According to paragraph 4, which of the following is true?
A. The neocortex is composed of three layers.
B. Language processing is done all at once in one region.
C. Language processing involves multiple parts of the brain.
D. Human intelligence and artificial intelligence process information in entirely
different ways.

(6) According to paragraph 5, how does artificial intelligence process natural
language?
A. It starts with abstract concepts and moves to specific details.
B. It processes all information at the same hierarchical level.
C. It focuses on the context without considering individual characters or words.
D. It begins with identifying individual characters or words and moves to more
comprehensive and abstract processing.

(7) The word “reproduce” in the passage is closest in meaning to
A. manufacture
B. duplicate
C. verify
D. improve

(8) According to paragraph 6, why are human intelligence and machine intelligence
so similar?
A. Because they both rely on silicon and mathematics for processing.
B. Because the latest machine learning technologies were prompted by the
human brain’s structure and functions.
C. Because artificial intelligence and human intelligence has converged in the
similar form by evolving independently.
D. Because both types of intelligence process information in the same way
naturally.
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10.

I1.

Computers have 4 distinctive abilities that humans can never have; variety of
perception, connectivity, replicability, and updatability.

First, machines can perceive information that humans cannot. For example, a
human driver can only rely on visible light within the range of infrared and
ultraviolet to understand the surroundings. However, a self-driving car detects a
wide variety of information, such as laser light and supersonic waves when it’s
equipped with necessary devices.

Second, computers can be connected to each other. Since humans are separate
individuals, human drivers cannot communicate to each other instantaneously.
When two vehicles are about to collide, the drivers cannot avoid it by telling
each other to turn right. Unlike human drivers, self-driving algorithms are not
separate entities. They are part of a single network connected on the Internet, so
they can communicate to each other to drive safely, smoothly, and efficiently.
Even if you are the best driver in the world, you will fall far short of self-driving
algorithms for a single reason that you are not connected with other vehicles.

Thirdly, machines can be replicated. Imagine how much it would cost to
produce one capable doctor. He or she takes more than 20 years to mature and
has to finish the whole expensive course at a medical school. Despite such a
huge cost, the doctor has to retire after 40 to 50 years. Therefore, society has to
spend the cost of producing a capable doctor all over again. By contrast,
machines and algorithms can be replicated instantly and inexpensively. It may
take years and billions of dollars to train an algorithm for medical diagnosis, but
once the final product is achieved, it can be mass-produced and deployed at
hospitals all over the world.

Furthermore, every time a new medical paper is published, these algorithms can
casily be updated simultaneously, while human doctors are too busy working,
playing with their children, and doing the housework to read all these papers. In
the face of such substantial differences in performance, where will there be
room left for human workers.

(9) The word “replicability” in the passage is closest in meaning to
A. The nature of being commonly widespread in the world.
B. The ability to be easily adapted to the given situation.
C. The ability to be quickly and cheaply duplicated for widespread use.
D. The ability to automatically produce its own copy.

(10) According to paragraph 8, what is an advantage of machines over humans in
perceiving information?
A. Machines rely only on visible light like humans.
B. Machines can detect a wider range of information, such as laser light and
supersonic waves.
C. Humans can perceive more types of information than machines.
D. Self-driving cars can only detect information within the range of infrared and
ultraviolet light.

(11) According to paragraph 9, which of the following is true?
A. Human drivers can communicate instantaneously to avoid collisions.
B. Self-driving algorithms are separate entities that function independently.
C. Self-driving algorithms can communicate with each other to enhance driving
safety.
D. The best human drivers are as efficient as self-driving algorithms because
they can connect with other vehicles.

(12) According to paragraph 10, what is an advantage of machines over humans in
terms of production and deployment?
A. Machines and algorithms require more time and money to produce than
humans.
B. Machines and algorithms can be replicated instantly and inexpensively once
developed.
C. Human doctors can be mass-produced like machines.
D. It is less expensive to train a human doctor than to develop an algorithm.
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12. One of the most profound differences between human and computer intelligence
is whether they understand meanings. If you ask machines to translate a word
“apple” or identify apples within a picture, they will do the job perfectly for
you. However, computers don’t understand what an apple actually is. We
humans hear the word “apple” and immediately remember how it tastes and
feels in our mouths, or possibly associate it with a certain technology company
or a legendary hero of Switzerland.

13. Computers never act this way, but, up till now, this doesn’t seem to matter. Alan
Turing, the great mathematician who laid the foundations of modern computer
science, already had insight into this matter back in 1950. He proposed the idea
called the “Turing test.” When you talk with a machine in a natural language, if
you feel that you are talking to a real person, the machine has intelligence. In
other words, he shifted the matter of whether the machine has intelligence or not
onto the matter of subjective perceptions of human beings. The Turing test
seems right. For example, large language models don’t understand the meaning
of the text they generate; they are simply sequencing words that are statistically
most likely to follow the previous word in the given context. Whether you ask
for career counseling or tutoring in quantum physics, ChatGPT and Google
Gemini will give you better answers than the vast majority of the human
population. However, they are merely pretending to understand, and never know
the dilemma in difficult career decisions and mysterious behavior of quanta. Yet,
they are capable enough for commercial use.

14. In conclusion, it makes little sense to consider which intelligence is better than
the other. The CEO of NVIDIA, Jensen Huang, said, “Some worry that Al may
take their jobs. Someone who is an expert with Al will.” What truly makes sense
is to utilize computer intelligence to effectively complement human intelligence,
which requires a profound understanding of the features and differences of these
two types of intelligence.

(13) According to paragraph 12, which of the following is NOT true?
A. Computers understand the meaning and associated experiences of an apple.
B. Computers can identify apples within a picture.
C. Computers can perfectly translate the word “apple.”
D. Humans can associate the word “apple” with personal experiences and
memories.

(14) According to paragraph 13, what was Alan Turing’s significant insight
regarding machine intelligence?
A. Machines must fully understand the meaning of their responses.
B. The intelligence of a machine is determined by its ability.
C. The perception of intelligence in a machine is based on what humans feel.
D. Large language models understand the meaning of the text they generate.

(15) According to paragraph 14, what is the key to effectively utilizing Al in the
workplace?
A. Determining which type of intelligence is superior.
B. Ensuring that Al and human intelligence are kept separate.
C. Using Al to complement human intelligence through a deep understanding of
both.
D. Replacing human intelligence entirely with Al.

(16) Within the whole passage, all of the following are mentioned, EXCEPT,
A. Large language models learn from vast amount of text data, including papers,
news articles, transcriptions of documentaries, and descriptions in
encyclopedias.
B. Al requires vast amounts of data for proper learning and functioning.
C. Human workers are sometimes too busy to catch up with all the updates in
one’s professional realm.
D. Generative Al, especially large language models, are transforming work and
life dramatically.
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(1) XD “upcoming (h7z 2 RE) » LK R OIT VD IE
A.imminent (2L 72)
B. ongoing GEfTHD)

C. drastic (El7z, $AHIZ)
D. outstripping GE\#%3)

Q) 1BOEIC K B L 5 4 KR e OIS 208U 2§ 2 B LT, A7 B IalIc B iz 1 ¢
REN?

A. Predicting specific future technological developments. (FfiZ DIFR DT 2 FHIT %, )

B. Ignoring the changes and continuing with traditional methods. (Z{t% #EH L CHERD UL EET 5, )

C. Understanding the basics to make informed decisions. ([§HICHED W 72PLE % T 72 D ITHEAR G 2 84t
f#3 5, )

D. Relying solely on human intelligence to navigate the changes. (Z{LZ D B2 % 72 1 AR DEIE 721 12
)

(3)3BERIC L B & AHOE & BhEE OB > 2

A. Both humans and machines can perform perfectly without prior learning. (A DML S . FHTD2EE 2372 <
THIEEICHEITTE 2)

B. Both require proper learning to perform well. (&% 6%, 9 BB T 5 1BV 2 28 R EE)
C. Machines can learn without any input, unlike humans. (BéffidZ AR & (Z572 D 4~ 7y b LT¥ET
&%)

D. Humans do not need to be corrected when learning new information. (ARIZHT L WIE#RZY¥FEH T2 L &I
BIES 28 1x %0, )

4) SBEEONFICAK L VDI ?
A. Large language models learn from a dataset equivalent to 10 million books. (KBS HEE 7/L1%, 1,000 /7
MORICHLE T 2 7F—F v b o¥HT2)

B. Image recognition algorithms require tens of thousands of images to learn to identify objects. () MR 7 )L
Y RLE, PRGN T 2 72012 T 5 1 DICBUTROMREBIEET S

C. AI can learn more efficiently than human children. (AUZ AR DT-{It X D ZPRINICEZEHTE S)

D. Human children need far less data to learn to speak a language compared to Al. (ARID Pk, Al & L
T, BHEFETIL2¥EEDITE DI ROT =8 LpngE e L)

(5) dBRIEONFIZEHT 2D ?

A. The neocortex is composed of three layers. (KIMHTIEE X3 TR S LT\ %)

B. Language processing is done all at once in one region. (5 BRI 1D DRI T—2EIcfTbiL %)

C. Language processing involves multiple parts of the brain. (3 s LBHIBIB DTN 2B >Tw5)

D. Human intelligence and artificial intelligence process information in entirely different ways. (& b DAIFE & A

THREIZE -7 W B HEECSHEELHE LTV 3)

6)SBEIC K L. ANTAIBIZARSHEEZ ED X ) I T 20 ?

A. Tt starts with abstract concepts and moves to specific details. (FHRIVLBEERD S F D BRI G HE

ir)

B. It processes all information at the same hierarchical level. (3 XTOEHR%Z [ URIEL ~L LT %)

C. It focuses on the context without considering individual characters or words. (flfl % D SCFPHGFEZE B g3
ICXRIC R T B)

D. It begins with identifying individual characters or words and moves to more comprehensive and abstract

processing. (il % D FPHEEZINT 2 2 L 0MHE D, X ) WK CHi S 2 iEds)

(7)) D “reproduce” & EMEA R HIT LD 1E
A. manufacture (#4357 %)

B. duplicate (B9 2%, 1Bid5)

C. verify (MGET 5. GEHT %)

D. improve (9 %)

(8) 6BEIC X % & AMIDHIAE L MO AR L 2 Z U ERIT W2 DD ?
A. Because they both rely on silicon and mathematics for processing. (£'5 & H ISV 3 > L HERITKA L
TWw555)

B. Because the latest machine learning technologies were prompted by the human brain’s structure and

functions. (Hi DM EEMNI X AR O ORE L BiBIce v 2870 6)

C. Because artificial intelligence and human intelligence has converged in the similar form by evolving

independently. (A TAIfE & AMID KRR IZMA LCELT 2 2 & C, FEROBIZPCEL 722 6)
D. Because both types of intelligence process information in the same way naturally. (&% &0 %4 7OHIHE S
AL & 9 I Eia LS 252 5)

(9) CH D “replicability” DEKZH > L b I FVLERLTVIDIZF
A. The nature of being commonly widespread in the world. (IHSHFCIA SR LTw 5 HH, )
B. The ability to be easily adapted to the given situation. (52 6 N 7RDUCHES IHIGTE 5HE)1)
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C. The ability to be quickly and cheaply duplicated for widespread use. (JATPHIZfETE % & 5 12l
DN BB TE BHETT)

D. The ability to automatically produce its own copy. (HEIICIE @ a2 ©—%2EK T 2871, )

BEDHHI 6 Lwds, SO &, BETH AT 2 D17 TlE Ao TDIFH D,

(10) 8BEEIC L 2 & 1% k¥ 2 Lo A X D BT 3 g2 2

A. Machines rely only on visible light like humans. (#%f% (3 A & FERICTEDED A>TV )

B. Machines can detect a wider range of information, such as laser light and supersonic waves. (F¥ffiZL —
PP EWE L, X IEFEHOMHRZ R TE %)

C. Humans can perceive more types of information than machines. (AMJIZHEME L D % { ORUEHO EHZ T2
WCE D)

D. Self-driving cars can only detect information within the range of infrared and ultraviolet light. ([ B3R HL %
AR & IR OHPHN DR L 0Bl TE &)

(11) According to paragraph 9, which of the following is true?
A. Human drivers can communicate instantaneously to avoid collisions. ([ &5 T 13 {25 % 8 1) 5 72 12

IR IS § 2 2 LI TE D)

B. Self-driving algorithms are separate entities that function independently. (FBEK 7L 27 X A3 Al7 LT
e 20D T 74 74 72)

C. Self-driving algorithms can communicate with each other to enhance driving safety. ([TH)#HfiE7 L a')
AL, MEORENZED 5 OICHWITHET 5 2 LN TES)

D. The best human drivers are as efficient as self-driving algorithms because they can connect with other vehicles.

(RE D N OB T 12O E L i T Z 2720, HEREE 7 L2 R4 LU L & WA )

(12) 10B&IC X 2 & P8 & JEBH O THMAS AT & O 41T 5 i3 a5 2

A. Machines and algorithms require more time and money to produce than humans. (B&fk & 7L 370 X4 0%, A
Mk D b EEIC & BHD» D 5)

B. Machines and algorithms can be replicated instantly and inexpensively once developed. (Ehk & 71 2')
ALk, —JERHFEIN S L BEICZiCEETE S)

C. Human doctors can be mass-produced like machines. (ADBERIE, B X 5 1 KEAEHETE 2)

D. It is less expensive to train a human doctor than to develop an algorithm. (7L 3 AL ZFAFE T2 L0 b,
NI Bl % RS 2 0SB 3000 6 5 \00)

(13) RBEDHNEICHEL 20Dl ?

A. Computers understand the meaning and associated experiences of an apple. (2> E2—413) ¥ 2D
Bk & Z AUl 2 RS2 BT E B)

B. Computers can identify apples within a picture. (2 ¥ &2 —# IZIRND ) > T %N TE2)

C. Computers can perfectly translate the word “apple.” (2> Ea—4%13 TY v 3 &) HiEE ERECEIR
TE5)

D. Humans can associate the word “apple” with personal experiences and memories. (Affix TV v 3y L9

HEE 2 A 2 e Rl L BB T 2 2 L8 TE D)

(14 BEFEICE 2L, 797« Fa—V 7 OEMMEEICET 2 B AMZ I3 ?

A. Machines must fully understand the meaning of their responses. (B3 I5Es O B % 58212 PR T 2 2038
b 3)

B. The intelligence of a machine is determined by its ability. (FERDAITEIZZ DRESIIC X > T E %)

C. The perception of intelligence in a machine is based on what humans feel. (FEMEICHIREZ BT 5009
ik, AHDIEIEITIED TR S)

D. Large language models understand the meaning of the text they generate. (KBS FEE T V1L, ER L 72T
XA L ORERAE B LTV 2)

(15) 14BEIC X 2 &, W5 CATZ ZDRIICTEH § 2 7= D Pl H> 2

A. Determining which type of intelligence is superior. (E'D % A 7OHIFEEN T 202 W T2 2 &)

B. Ensuring that AT and human intelligence are kept separate. (AT& AHIDFIREZ XA 2 2 L)

C. Using AI to complement human intelligence through a deep understanding of both. (Il /5% ¥ < B3 %
T ET, AIZEH LCAORREZ AT 5 2 &)

D. Replacing human intelligence entirely with AI. (ADFIREZ SE 2 ICANCE S 2 5 2 &)

(16) &8y =Y DOHRICEENTLRVLDIF?

A. Large language models learn from vast amount of text data, including papers, news articles, transcriptions
of documentaries, and descriptions in encyclopedias. (KBS REETIVIE, Wi, —2—RAid#H, F¥a

AvHY—OHEFRI L, ARHIOFNZG L, WRARDT XA T =648 T5)

B. Al requires vast amounts of data for proper learning and functioning. (AIZSEY)IZ243E LCHEEE T %1214,
R %5 7 — 5 HnB7e)

C. Human workers are sometimes too busy to catch up with all the updates in one’s professional realm. (ARID 57
L & T FITHORNIEREZ TXNUEE TSR L0355 3)

D. Generative Al, especially large language models, are transforming work and life dramatically. (Z4:f{AIL, HFiZ
KBS FEE TV, (EF EEBREBINICAEZ T 3)
F¥axyd)—oHE/I LEFHT—5 DY =2 L LTRERINTOROLDOTADNEDHD
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